Abstract

XNLI is a popular Natural Language Inference (NLI) benchmark widely used to evaluate cross-lingual Natural Language Understanding (NLU) capabilities across languages. In this paper, we expand XNLI to include Basque, a low-resource language that can greatly benefit from transfer-learning approaches. The new dataset, dubbed XNLIeu, has been developed by first machine-translating the English XNLI corpus into Basque, followed by a manual post-editing step. We have conducted a series of experiments using mono- and multilingual LLMs to assess a) the effect of professional post-edition on the MT system; b) the best cross-lingual strategy for NLI in Basque; and c) whether the choice of the best cross-lingual strategy is influenced by the fact that the dataset is built by translation. The results show that post-editing is necessary and that the translate-train cross-lingual strategy obtains better results overall, although the gain is lower when tested in a dataset that has been built natively from scratch. Our code and datasets are publicly available under open licenses.

1 Introduction

The Natural Language Inference (NLI) task consists in classifying pairs of sentences—a premise and a hypothesis—according to their semantic relation: entailment, when the meaning of the premise entails that of the hypothesis; contradiction, when both sentences have opposing truth conditions and cannot co-occur at the same time; and neutral, when both sentences are not semantically related (see Table 1 for examples).

NLI is an important task towards Natural Language Understanding (NLU), and is often used to test the semantic understanding of language models. It provides a general framework where different NLP tasks can be reframed, including information retrieval (Dušek et al., 2023), metaphor detection (Stowe et al., 2022) or relation extraction (Sainz et al., 2021). The NLI paradigm has also been proposed as a way to detect hallucination in Natural Language Generation (NLG) (Ji et al., 2023).

XNLI (Conneau et al., 2018) is a popular benchmark widely used to evaluate cross-lingual NLI capabilities among languages. It comprises 7,500 premise/hypothesis pairs in English that were manually translated to 14 high- and low-resource languages. In this paper we expand XNLI to include Basque, a low-resource language spoken in Spain and France (ISO-code: eu). The new dataset, dubbed XNLIeu, has been built by machine translating and post-editing the English XNLI. We release both the post-edited and machine-translated versions, which we used to assess to what extent professional post-editing is necessary to obtain a reliable NLI dataset.

Previous work has emphasized the importance of the origin of the train and test data in cross-lingual settings, i.e., whether they are original or created through translation. In particular, Artetxe et al. (2020) show that a mismatch in the origin between training and test data may have a serious impact on the results, particularly when comparing different cross-lingual strategies. Moreover, NLI datasets are known to be biased and contain artifacts that lead models to rely on superficial clues (Gururangan et al., 2018; Poliak et al., 2018; Tsuchiya, 2018; McCoy et al., 2019). To analyze the impact of these factors in XNLIeu, we have created a Native test set completely from scratch with original premises extracted from sources with content in Basque and

<table>
<thead>
<tr>
<th>relation</th>
<th>premise</th>
<th>hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>entailment</td>
<td>I was at the beach yesterday.</td>
<td>I watched the octopus yesterday.</td>
</tr>
<tr>
<td>contradiction</td>
<td>I was in the ocean yesterday.</td>
<td>I do not like octopuses.</td>
</tr>
<tr>
<td>neutral</td>
<td>Octopi are my favourite animals.</td>
<td>I do not like octopuses.</td>
</tr>
</tbody>
</table>

Table 1: Example of a premise and three different hypotheses with the three possible relations.
hypotheses provided by Basque speakers, which were specifically told to avoid such biases.

Using these datasets, we have conducted a series of experiments using mono- and multilingual language models for Basque, both discriminative and generative, and have tested different training variants for cross-lingual NLI in Basque. The experiments set a new baseline for NLI in Basque, and have served us to analyze the effect of professional post-edition compared to the automatic machine-translation system. We have also identified the most effective cross-lingual strategy for NLI in Basque, considering both translated and native sets.

This paper makes the following contributions:

- We develop and release a new dataset for cross-lingual NLI in Basque, which is created by translating the English XNLI, through machine-translation and post-edition. We also release a machine-translated only version of the dataset, as well as a small native dataset for comparison purposes.

- We conduct a series of cross-lingual Basque NLI experiments using several language models and following different cross-lingual strategies, and establish new baselines to facilitate research on Basque NLU.

- We provide a detailed analysis of the results of our experiments to assess the impact of using different models, strategies and data sources.

This paper is structured as follows: Section 2 covers some relevant research and resources related to the topic in hand, our dataset is further explained in Section 3, the description of the experiments and experimental settings in Section 4, the results are covered in Section 5. Section 6 includes the analysis of the errors in the outputs of our models, Section 7 a summary of the research and its conclusions; and there is a final section that expands on the limitations of our research.

2 Related work

Cross-lingual NLI. The best results on NLI benchmarks to date are based on supervised learning, which requires large amounts of training data that are only available for resource-rich languages such as English. Examples of English NLI datasets are the Stanford NLI corpus (Bowman et al., 2015), the Multi-genre NLI corpus (Williams et al., 2018) and the Adversarial NLI corpus (Nie et al., 2020). The NLI task is also included among the tasks of the popular NLU benchmarks GLUE (Wang et al., 2018) and SuperGLUE (Wang et al., 2019). Cross-lingual NLI is an alternative approach that leverages pre-trained multilingual models which are fine-tuned in resource-rich languages, then tested in the desired target language. This transfer approach, called zero-shot, is often compared to strategies that involve machine translation: translate-train, where the training set is translated to each target language and used to train the models on their respective language and translate-test, where the test set is translated to the high-resource language, usually English. Alternatively, large multilingual autoregressive models are also known to perform well in cross-lingual settings, by providing them with a set of correct input/label pairs as prompts for new inputs (Brown et al., 2020).

XNLI. The Cross-lingual NLI corpus (XNLI) (Conneau et al., 2018) comprises development and test sets in 15 high- and low-resource languages, meant as a cross-lingual benchmark for this task. Later, this corpus was expanded to include additional languages such as Korean (Ham et al., 2020).

NLI biases & artifacts. Most famous NLI datasets have also been reported to include biases and artifacts (Gururangan et al., 2018; Poliak et al., 2018; Tsuchiya, 2018; McCoy et al., 2019) that should be considered when analyzing the results, as they seem to have critical effects on the performance of systems. Artetxe et al. (2020) analyzes the effect that translated datasets have in cross-lingual settings, due to the so-called translationese (Volansky et al., 2013), and concludes that mismatches between the origin of training and evaluation datasets cause an important impact on the robustness of evaluation.

Evaluation of LLMs. Nowadays, the focus of the research on evaluation has shifted due to the outstanding growth of LLMs. These models can achieve comparable results to fine-tuned pre-trained models with zero-shot and few-shot approaches for evaluation. Consequently, the focus has shifted towards assessing the models’ overall capabilities rather than their performance on specific tasks (Guo et al., 2023). However, low-resource languages like Basque lag behind in NLP development, and can still benefit considerably from semantic datasets for tasks like NLI, which
Table 2: Examples from the XNLIeu dataset

<table>
<thead>
<tr>
<th>Label</th>
<th>Example</th>
</tr>
</thead>
</table>
| premise   | Dena idazten saiatu nintzen  
‘I tried to write everything.’                                         |
| entailment | Nire helburua gauzak idaztea zen.  
‘My goal was to write things’                                            |
| contradiction | Ez nintzen ezer idazten saiatu ere egin.  
‘I didn’t even try to write anything.’                                   |
| neutral   | Apatu zuen lan bakoitza idatzi nuen.  
‘I wrote every paper he mentioned.’                                       |

Table 3: Average length of hypotheses for each semantic relation type in our three datasets, as well as the average for the original English instances.

<table>
<thead>
<tr>
<th></th>
<th>XNLI (english)</th>
<th>XNLIeu</th>
<th>XNLIeuMT</th>
<th>native</th>
</tr>
</thead>
<tbody>
<tr>
<td>entailment</td>
<td>9.89</td>
<td>8.15</td>
<td>7.81</td>
<td>8.95</td>
</tr>
<tr>
<td>contradiction</td>
<td>10.39</td>
<td>8.73</td>
<td>8.39</td>
<td>9.94</td>
</tr>
<tr>
<td>neutral</td>
<td>11.4</td>
<td>9.31</td>
<td>8.98</td>
<td>9.41</td>
</tr>
</tbody>
</table>

3 The XNLIeu dataset

XNLIeu has been created by machine-translating the English XNLI development and test sets to Basque\(^2\) followed by a manual post-editon step\(^3\).

Some examples of XNLIeu are shown in Table 2. We also release the machine-translated version prior to post-editon, dubbed XNLIeuMT, which we use to analyze the effect of post-editon (see Section 5.1).

Additionally, we created an original Basque test set from scratch, henceforth referred to as native, and compared the results with XNLIeu and XNLIeuMT (see Section 5.2). Inspired by Bowman et al. (2015) and Artetxe et al. (2020), we performed the following steps to build the native dataset:

- As a starting point, we extracted 5,000 sentences from recent news in Basque, ensuring that they were not previously seen by the models used in the experiments. For this, we scraped Basque News sites and selected sentences from documents whose creation time was posterior to the release date of the pre-training corpora.

- From these initial sentences, we manually selected 207 sentences that we deemed appropriate for this task, and used them as premises. Examples of phrases that were discarded are headlines, image descriptions that do not include verbs, or questions, since it is not always possible to obtain the truth conditions of these types of sentences

• We redacted annotation guidelines that explain the task and provide examples to the annotators. In these guidelines, annotators are asked to be creative and to avoid as much as possible some of the annotation artifacts that have been found in the large datasets (Gururangan et al., 2018; Poliak et al., 2018), such as the use of negation to create contradictions. The detailed guidelines are described in Appendix C.

• With the assistance of native Basque speakers, one hypothesis was created per premise and label, resulting in three hypotheses per premise, with a total of 621 sentences.

• We performed a final series of minor corrections on the resulting dataset, correcting typos and ensuring that the meaning conveyed by the hypotheses entails the assigned label.

Finally, we also distribute a machine-translated version of the English MNLI training corpus to Basque, with a total of 392,702 sentences, which we use in the translate-train experiments.

3.1 Quantitative analysis

In this section we present a quantitative analysis of various aspects of the three developed datasets: XNLIeu, XNLIeuMT and the Native dataset.

Label distribution. Since there are three hypotheses for each premise in the dataset, the label distribution is perfectly balanced, resulting in no majority class and establishing the baseline accuracy at 33%. This applies to all three datasets.

Sentence length. The average token length for hypotheses for each semantic relation type, as shown in Table 3, indicates that there is a bias, as neutral hypotheses are longer on average, while entailed hypotheses tend to be shorter, likely because entailed sentences are often formed by omitting words from the premise (Gururangan et al.,...
This bias is present in the original instances in English of the XNLI dataset and in XNLIeu and XNLIeuMT. The hypotheses of the Basque datasets tend to be shorter than the original English ones, but the unbalance between the different semantic relation types is maintained. The native set is also skewed, but in this case, the contradictions are slightly longer than neutral hypotheses, and entailments are still shorter on average.

**Word frequency.** Examining word frequency per label is insightful, especially since studies such as Gururangan et al. (2018) or Tsuchiya (2018) have reported that some NLI datasets exhibit a bias where the contradiction label is strongly associated with negation words. This seems to hold for the XNLIeu and XNLIeuMT datasets. As we can see in Table 4, the word ez ‘no’ appears much more frequently in contradictions, and so do some other negations like inork ‘nobody’ or inoiz ‘never’. It is plausible that models might be exploiting this feature as a form of shortcut learning for classification without even looking at the premise. The native dataset does not seem to be biased towards negation words, since the guidelines specifically asked the annotators to avoid using artifacts as much as possible (see Appendix C). It is interesting to note that among the most frequent words in this dataset, there are frequent references to the Basque culture: euskara “in Basque”, euskara / euskal “Basque” or Bilboko “from Bilbao”.

**Lexical overlap.** The lexical overlap between the premise and hypothesis has been calculated as the cosine similarity between the TF-IDF vector representations of both sentences. The results in Figure 1 show that in XNLIeu and XNLIeuMT the highest overlap occurs between premises and entailed hypotheses. This is a known bias in NLI and is attributed to the fact that entailed hypotheses are easy to create by simply omitting parts of the premise (Gururangan et al., 2018). In contrast, this bias is not present in the native dataset, where on average the premises overlap mostly with both entailed and contradiction hypotheses, and less with neutral hypotheses.

### 4 Experimental design

We have conducted a series of experiments on cross-lingual NLI for Basque, using different discriminative and generative language models, both mono- and multilingual. All models have been tested using the three datasets described in Section 3. We aim to determine if post-edition introduces significant changes to the dataset that enhance its reliability. We also want to compare the results on the XNLI-derived datasets with the native human-devised dataset, and analyze the effect of biases and artifacts introduced by translation. Since there is no training set in Basque for NLI, we consider different cross-lingual alternatives:

- **Zero-Shot transfer:** We use multilingual discriminative models that have been pre-trained

4Auxiliaries are further discussed in Appendix A.

5The translate-test approach has not been implemented since the datasets have been originally translated from English to Basque, so back- translating them to English would not allow us to draw meaningful conclusions.
at least in English and Basque. These models are then fine-tuned on the English MNLI corpus. In a further experiment, we explore fine-tuning with source languages beyond English.

- **Translate-train**: We machine-translate the English MNLI dataset to Basque, and use it to fine-tune the discriminative models (both multilingual and Basque monolingual).

- **Zero-shot prompting**: We directly test multilingual generative models that include Basque, without fine-tuning. We prompt the models by combining the premise and the hypothesis according to a template that is different for each possible label (See Appendix B).

Regarding the models, we have experimented with the following discriminative models: IXAmBERT (Otegi et al., 2020), multilingual BERT (Devlin et al., 2018), XLM-RoBERTa large (Conneau et al., 2019), BERTeus (Agerri et al., 2020) and RoBERTa-eus-crawl (Artetxe et al., 2022). Further details about these models can be found in Table 5. All of the models have been used in their cased version. For the BERT models, we have used a learning rate of $5 \times 10^{-5}$, and for the RoBERTa models, we have used a smaller learning rate of $10 \times 10^{-6}$, which is the only hyperparameter that has not been kept default, to avoid a degenerated solution. All models have been trained for 10 epochs, and the model selection has been performed on the development test. There has been no further attempt at hyperparameter optimization, since the goal was not to obtain the best possible model, but rather to compare the effects of the different sets and strategies. The models have been trained with three different random seeds to get the mean and the standard deviation and reduce the effects of randomness associated with initializing the weights and selecting the order of the training data. The code used for the experiments with discriminative models has been adapted from the code examples for fine-tuning for different tasks provided by Wolf et al. (2020).

We have also tested three multilingual generative models that include Basque among their pretraining languages: BLOOM (BigScience Workshop et al., 2023), XGLM (Lin et al., 2022) and Latxa (Etxanaliz et al., 2024), a model based on Llama 2 tuned for Basque with continual pretraining on Basque corpora. The prompts used in our experiments can be seen in Appendix B. As for evaluation, we select the label whose log-likelihood is highest, according to the model. The code used for testing the generative models is based on that included in the Language Model Evaluation Harness project (Gao et al., 2021).

Following usual practice, we use accuracy as our evaluation metric: the ratio of correctly classified instances divided by the total number of instances.

## 5 Results

In this section, we show the main results of our experiments and discuss the main findings. We start by analyzing the results on the datasets derived from XNLI (XNLIeu and XNLIeu\textsubscript{MT}), followed by a comparison with those obtained using the native dataset. Finally, we detail the results of experiments that involved fine-tuning with source languages other than English.

### 5.1 Results for XNLIeu and XNLIeu\textsubscript{MT}

The main results for the discriminative models can be seen in Table 6. All systems perform consistently better when evaluated on the post-
edited XNLIeu compared to the machine-translated XNLIeu\textsubscript{MT}, and in some cases, the relative ranking among the models change, as is the case between multilingual BERT and IXAmBERT in the translate-setting. Translate-train obtains better results overall on all models, and the difference is slightly higher in the XNLIeu\textsubscript{MT} dataset (7.3% accuracy points on average), where both training and test data have been created only through machine-translation. This result is consistent with the findings reported in Artetxe et al. (2020). Multilingual BERT is the model that improves the most with translate-train, probably because the presence of Basque at pre-training time was lower compared to the other models.

Table 7 shows the results obtained by the generative models. Once again, the models perform better when evaluated on the post-edited XNLIeu, but the performance gap is smaller compared with fine-tuned approaches. In any case, the results suggest that post-edition introduces significant changes to the dataset and is therefore important in order to obtain a reliable evaluation benchmark. We analyze this aspect further in Section 6.

\subsection*{5.2 Results for the native test set}

Table 8 shows the results of the models when evaluated on the native dataset. The translate-train approach still yields better results than zero-shot transfer, but the difference in accuracy between both approaches is on average 2% percentage points smaller than those obtained with the translated sets. This is likely a consequence of the mismatch between the train and test sets, because in this setting, the former is built through translation text while the latter is natively written in Basque.

Discriminative models perform worse on the native dataset, with approximately 10% lower accuracy on average. While comparing results among different datasets is not always meaningful, we attribute the performance drop to the fact that the native dataset is less biased, as seen in Section 3.1. As a consequence, the models cannot rely on superficial patterns to deduce the relation between sentences, which makes this dataset especially challenging. Another possible cause is the notable presence of references to the Basque culture as it was sourced from original Basque materials.

Generative models yield results that are comparable to those obtained with machine-translated and post-edited sets. This result is a consequence of the zero-shot prompting strategy followed in generative models, which does not include fine-tuning, and therefore does not rely on examples that can induce bias in the model.

\subsection*{5.3 Choice of the source language}

We have conducted additional typological experiments to test the impact of the choice of the source language in a zero-shot cross-lingual transfer setting for Basque. For this, we fine-tuned XLM-RoBERTa-base in 14 languages using machine-translated versions of the MNLI training data, as well as English, and tested them on XNLIeu, XNLIeu\textsubscript{MT} and the native test set. The results of these experiments are depicted in Table 9.

The table shows small differences in XNLIeu and XNLIeu\textsubscript{MT}. We attribute these results to the fact that in this setting, both the training and test data come from translations, which lessens the importance of which source language to use. This is not the case for English, whose train data is original and not translated, but still it is not among the languages that achieve the highest results. When

<table>
<thead>
<tr>
<th>XNLIeu</th>
<th>XNLIeu\textsubscript{MT}</th>
<th>zero-shot transfer</th>
<th>translate-train</th>
<th>zero-shot prompting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latxa</td>
<td>50.9</td>
<td>IXAmBERT: 64.0 ± 7.9e\textsuperscript{-3}</td>
<td>BERTeu: 68.4 ± 1.0e\textsuperscript{-2}</td>
<td>Latxa: 53.3</td>
</tr>
<tr>
<td>BLOOM</td>
<td>49.5</td>
<td>mBERT: 52.4 ± 1.6e\textsuperscript{-2}</td>
<td>IXAmBERT: 65.6 ± 1.0e\textsuperscript{-2}</td>
<td>BLOOM: 49.8</td>
</tr>
<tr>
<td>XGLM</td>
<td>48.1</td>
<td>XLM-RoBERTa base: 65.3 ± 7.0e\textsuperscript{-3}</td>
<td>mBERT: 62.8 ± 9.0e\textsuperscript{-3}</td>
<td>XGLM: 46.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>XLM-RoBERTa large: 73.8 ± 7.0e\textsuperscript{-3}</td>
<td>RoBERTa-euscrawl: 75.2 ± 7.0e\textsuperscript{-3}</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Accuracy of generative models tested with XNLIeu and XNLIeu\textsubscript{MT} datasets using a zero-shot prompting approach. Best results in bold.

Table 8: Accuracy of discriminative (upper part) and generative (bottom part) models tested on the native dataset. Best results in bold.
### 6 Analysis

This Section provides additional analyses of the results. We begin by considering the performance of the best model on a per-label basis, followed by a manual comparison of the model outputs on the XNLLeu and XNLLeu\textsubscript{TM} datasets to analyze the effects of post-edition.

#### 6.1 Results per label

Figure 2 shows the confusion matrices on each label (entailment/neutral/contradiction) corresponding to the model and setting that performed best, XLM-RoBERTa large fine-tuned in Basque. For both XNLLeu and XNLLeu\textsubscript{TM}, the label that gets the higher F1 score is contradiction (87.7 and 83.4 respectively), followed by entailment (83 and 79.1), while neutral instances obtain the worst F1 score overall (80.7 and 76.4). This is in accordance with the analysis performed in Section 3.1, which indicates the presence of biases in these datasets, as well as in the training dataset. The results suggest that the models do rely on those biases, for instance by classifying instances where the hypothesis contains negative words as contradictions, or those where the hypothesis is short and has large lexical similarity with premises as entailment. On the other hand, no specific biases were detected in neutral instances, and consequently, it is more difficult for models to correctly classify them.

Section 3.1 reveals that the native dataset does not suffer from such apparent biases, and this is again reflected in the results depicted in Figure 2 for this dataset (right part). While contradiction is still the label with the best F1 score (80.3), now the label that attains the worst F1 is entailment (71.2), and the second-best is neutral (73.9).

#### 6.2 Effects of post-edition

Section 5 reveals that systems perform consistently worse when evaluated on the machine-translated XNLLeu\textsubscript{MT} dataset compared to the post-edited XNLLeu. So as to get a deeper insight into this result, we performed an analysis on XNLLeu and XNLLeu\textsubscript{MT} by selecting instances that have been correctly predicted in one dataset and wrongly predicted in the other. The analysis reveals that XNLLeu\textsubscript{MT} often contains translation errors that change the relation between premise and hypothesis, and that when post-editing the professional translators corrected those errors. The most frequent error converts entailment and contradiction hypotheses to neutral. Common translation errors include:

- Changing the polarity of a sentence from negative to positive or vice versa.

(1) Original: No, I live off campus.  
\textsc{MT}: \textit{ez naiz campusetik kanpo bizi}  
‘I don’t live off campus’

- Using an incorrect auxiliary verb, which can have a detrimental effect and completely change the meaning of a sentence.

(2) Original: I was still scared.  
\textsc{MT}: \textit{eta oraindik beldurra ematen dit}  
‘I am still scared’

- Omitting crucial information from the original sentence or occasionally creating nonsensical sentences.
(3) Original: I like feeling myself.
   MT: Nik neuk gustuko dut ontzia.
   ‘I like the vessel myself’

On the other hand, there do not seem to be clear patterns in those instances that have been correctly predicted on XNLLeuMT and incorrectly on XNLLeu. We have only found a handful of examples where the original label of XNLI is ambiguous and post-editing introduces necessary changes to make the translations accurate and fluent, which can alter the relation between both sentences.

7 Conclusions

In this work, we introduce XNLLeu, a new dataset for cross-lingual NLI in Basque. XNLLeu is developed by machine-translating the English part of XNLI followed by a post-edit step with the assistance of professional translators. Along with XNLLeu we release the full machine-translated version, as well as a Basque native version carefully built to avoid known biases in NLI datasets. We have conducted a series of cross-lingual Basque NLI experiments using a set of language models and different cross-lingual strategies. The experiments show that translate-train is the best strategy, particularly when there is no mismatch between the origin of the train and test data. In the native dataset, translate-train still yields the best results, but the difference is comparatively smaller. This finding aligns with prior research examining the effects of translation-based datasets. We also manually analyze the results of the models and find that machine-translation often introduces artifacts that change the meaning of the premises or hypotheses, and that professional translators correct those errors when post-editing. We conclude that post-editing is a crucial step towards reliable evaluation of cross-lingual NLI.

All of the datasets developed in this paper are publicly available under the same licenses as XNLI. We believe that they are an important resource that will contribute to filling the gaps in resources that exist in Basque, which can hinder the development of research and applications with a focus on semantics in this language.

Limitations

Some limitations to this study should be taken into account, specially in the design of future research.

We have centered our work around the Basque language, which is considered to be a low-resource language. This means that, although some LLMs feature Basque in their training, there is not as much data and tools available as for other languages like English or Spanish. This was the main motivation for this research, but there is no prior work about NLI in Basque to be used as a reference, specifically in the experimental design and the interpretation of the results of the experiments.

Generative models are becoming more complex and versatile and are currently a popular subject of investigation. Most modern evaluation approaches are not focused on creating large corpora for specific tasks, but rather on testing generative models using prompt engineering and zero-shot or few-shot strategies. Our approach may seem outdated, as our research has focused mainly on the creation of our datasets and discriminative models, and generative models have only been tested with a zero-shot prompting approach. Future research for NLI in Basque should extend this line of research to account for the most recent developments and should include more insight into effective prompts and experiments performed with strategies other than zero-shot. However, we believe that the creation of our dataset and the approach we have followed

Figure 2: Confusion matrices for the XLM-RoBERTa large fine-tuned in Basque, our best model, tested in our three datasets. Best viewed in color.
are still pertinent for a low-resource language like Basque, which unfortunately does not include all the necessary resources to fully leverage the most recent advances brought by generative models, and can take advantage of a task like NLI which enables the development of semantic applications and is useful for transfer-learning into a lot of different tasks.
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A  Most frequent words in original Basque

Table 10 shows the original words that have been translated to English in Table 4.

<table>
<thead>
<tr>
<th>Entailment</th>
<th>XNLI</th>
<th>XNLI$_{Bas}^{en}$</th>
<th>native</th>
</tr>
</thead>
<tbody>
<tr>
<td>ez</td>
<td>0.58%</td>
<td>ez</td>
<td>0.54%</td>
</tr>
<tr>
<td>nuen</td>
<td>0.24%</td>
<td>nuen</td>
<td>0.23%</td>
</tr>
<tr>
<td>bateaude</td>
<td>0.19%</td>
<td>bateaude</td>
<td>0.18%</td>
</tr>
<tr>
<td>daitezke</td>
<td>0.18%</td>
<td>daitezke</td>
<td>0.16%</td>
</tr>
<tr>
<td>neutre</td>
<td>0.17%</td>
<td>gutstazten</td>
<td>0.13%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contradiction</th>
<th>XNLI</th>
<th>XNLI$_{Bas}^{en}$</th>
<th>native</th>
</tr>
</thead>
<tbody>
<tr>
<td>ez</td>
<td>1.61%</td>
<td>ez</td>
<td>1.65%</td>
</tr>
<tr>
<td>inoiz</td>
<td>0.2%</td>
<td>inoiz</td>
<td>0.18%</td>
</tr>
<tr>
<td>nuen</td>
<td>0.18%</td>
<td>nuen</td>
<td>0.16%</td>
</tr>
<tr>
<td>nire</td>
<td>0.16%</td>
<td>axola</td>
<td>0.14%</td>
</tr>
<tr>
<td>neutre</td>
<td>0.21%</td>
<td>dolar</td>
<td>0.2%</td>
</tr>
<tr>
<td>nire</td>
<td>0.19%</td>
<td>nire</td>
<td>0.2%</td>
</tr>
<tr>
<td>bateaude</td>
<td>0.18%</td>
<td>nuen</td>
<td>0.16%</td>
</tr>
<tr>
<td>gutstazten</td>
<td>0.15%</td>
<td>bateaude</td>
<td>0.16%</td>
</tr>
</tbody>
</table>

Table 10: Proportion of most frequent words in Basque.

Some common words (nuen, daitezke, dezakau) have been translated to English as auxiliary. Auxiliaries are strictly grammatical words that do not hold semantic meaning. In Basque, verbal auxiliaries provide grammatical information about the tense, the mode and the person and number of the arguments of the action, the subject, the direct object and the indirect object.

B  Prompts for the generative models

The prompts used for testing the generative models are shown in Table 11. They are a direct translation of the English prompts used in (Gao et al., 2021), which we show in Table 12 for completion purposes.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>[premise], ezta? Bai, [hypothesis]</td>
<td>Entailment</td>
</tr>
<tr>
<td>[premise], ezta? Ez, [hypothesis]</td>
<td>Contradiction</td>
</tr>
<tr>
<td>[premise], ezta? Gainera, [hypothesis]</td>
<td>Neutral</td>
</tr>
</tbody>
</table>

Table 11: Basque prompts used in the generative models.

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>[premise], right? Yes, [hypothesis]</td>
<td>Entailment</td>
</tr>
<tr>
<td>[premise], right? No, [hypothesis]</td>
<td>Contradiction</td>
</tr>
<tr>
<td>[premise], right? Also, [hypothesis]</td>
<td>Neutral</td>
</tr>
</tbody>
</table>

Table 12: English prompts in English for XNLI.

C  Native dataset guidelines for annotators

**Translation to English:** The NLI (Natural Language Inference) task consists on classifying pairs of sentences according to their logical and semantic relation. The three possible relations are “Entailment” (when a sentence entails the other one), “Contradiction” (when both sentences contradict each other) and “Neutral” (when both sentences can either be true at the same time or not).

We are trying to create a dataset for this task in Basque, and we need your help.

Your work consists on reading the sentences in the “Premise” column and writing three other sentences related to the first one. Only taking into account the first sentence and your own world knowledge, you should:

- Write an entailment of the premise (a sentence that is true when the premise is true) in the “Entailment” column.
- Write a neutral statement in relation to the premise (a sentence whose truthfulness cannot be decided based on the premise) in the “Neutral” column.
- Write a contradiction of the premise (a sentence that is false when the premise is true) in the “Contradiction” column.

If there is a problem with the premise, the row can be left blank, and the box in the “Problem” column must be checked.

We would like for the sentences to have some creativity, so we discourage the use of artifacts (for example, creating contradictions by simply adding “no” to the premise).

**Example 1**

Premise: The body language and the eyes were enough to communicate.

- Entailment: Using body language and the eyes, they were able to communicate.
- Neutral: We human beings are able to communicate a lot of ways.
- Contradiction: To understand each other they had to talk.

**Example 2**

Premise: Solte is one of those groups that sweat from minute one in their live performances.

- Entailment: The group Solte are very lively in their concerts.
- Neutral: The group Solte gives a lot of concerts.
• **Contradiction:** Calmness is the main thing of the live performances of the Solte group.

**Original Basque:** NLI (Natural Language Inference) ataza esaldi pareak sailkatean datza, haien arteko erlazio lojiko eta semantikoan oinarrituta. Hiru erlazio anteki dira esaldien artean: "Entailment" (esaldi batek bestea ondorioztatzen du), "Contradiction" (esaldiak kontraesankorrik dira) eta "Neutral" (esaldiek ez dute erlazio lojiko zuzenik).

Guk euskarazko NLI datu multzoa sortu nahi dugu, eta horretarako zure laguntza behar dugu. Lan hau garatzeko "Premisa" zutabean dagoen esaldia irakurri behar da, eta esaldi horrekin erlazionatuta dauden beste hiru esaldi idatzi. Premisa esaldian bakarrik oinarrituz, eta zure munduko ezagutza kontuan izanik, gain zera egin behar duzu:

1. Idatzi premisaren ondorio bat (premisa egia denean egia den esaldi bat) "Entailment" zutabean.

2. "Neutral" zutabean premisari buruzko esaldi neutro bat idatzi (premisa egia denean egia denik edo ez jakin ezin den esaldi bat).

3. “Contradiction” zutabean premisaren kontraesana idatzi (premisa egia denean faltsua den esaldi bat).

Erautsitako premisarekin arazoren bat badago, lerroa hutsik utzi eta "problema" zutabeko laukian klik egin dezakezu. Esaldi orijinalak nahi ditu, sormena erakusten dutenak, beraz saiatu eskema berdinak ez erabiltzen (adibidez, kontraesanak sortzeko premisari "ez" hitza gehitzea).

**Adibide 1**
Premisa: Mimika eta begiak nahiko ziren komunikatzeko.

- Entailment: Mimika eta begiak erabili ziren komunikatzeko gai ziren.
- Neutral: Gizakiok hainbat komunikatzeko modu erabiltzeko gai gara.
- Contradiction: Elkar ulertzeko hitz egin behar zuten.

**Adibide 2**
Premisa: Zuzenekoetan izerdia lehen minututik botatzen duen talde horietakoa da Solte.

• Entailment: Solte taldekoak oso mugituak dira bere kontzertuetan.
• Neutral: Solte taldeak kontzertu asko ematen ditu.
• Contradiction: Lasaitasuna da nagusi Solte taldearen zuzenekoetan.