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Abstract

Edit-based text simplification systems have at-
tained much attention in recent years due to
their ability to produce simplification solu-
tions that are interpretable, as well as requir-
ing less training examples compared to tradi-
tional seq2seq systems. Edit-based systems
learn edit operations at a word level, but it is
well known that many of the operations per-
formed when simplifying text are of a syntac-
tic nature. In this paper we propose to add
syntactic information into a well known edit-
based system. We extend the system with a
graph convolutional network module that mim-
ics the dependency structure of the sentence,
thus giving the model an explicit representa-
tion of syntax. We perform a series of experi-
ments in English, Spanish and Italian, and re-
port improvements of the state of the art in four
out of five datasets. Further analysis shows
that syntactic information is always beneficial,
and suggest that syntax is more helpful in com-
plex sentences.

1 Introduction

Automatic Text Simplification (ATS) aims to re-
duce the linguistic complexity of a text for a cer-
tain target audience. ATS is useful for people
learning foreign languages, suffering cognitive dis-
abilities, or with low literacy level. The area of
application of ATS is however not restricted to
humans, as it has also been used to improve au-
tomatic NLP tasks such as parsing (Chandrasekar
et al., 1996a), summarization (Beigman Klebanov
et al., 2004; Silveira and Branco, 2012), semantic
role labeling (Vickrey and Koller, 2008; Woodsend
and Lapata, 2017), information extraction (Evans
and Orasan, 2019) and machine translation (Gerber
and Hovy, 1998; Štajner and Popovic, 2016; Hasler
et al., 2017), among others.

ATS is often cast as a machine translation task,
where the system receives complex sentences as

input, and produces sentences that are simpler yet
maintaining the original meaning. While early ATS
systems were rule-based, statistical or hybrid (Sag-
gion, 2017), in the last years neural network based
ATS approaches have also been proposed (Alva-
Manchego et al., 2020). In particular, sequence-to-
sequence (seq2seq) neural models (Sutskever et al.,
2014; Nisioi et al., 2017; Zhang and Lapata, 2017a)
have shown to obtain state-of-the-art results. Such
systems are trained on parallel corpora comprising
pairs of complex/simple sentences, and implicitly
learn the simplification rewrites needed to convert
complex sentences into simpler ones.

Neural seq2seq systems are usually black boxes
that are trained on an end-to-end fashion. As a
consequence, built models are usually very diffi-
cult to interpret, and offer little control or hints
that explain why a particular input word sequence
has been rephrased. Edit-based ATS systems try
to overcome this limitation by learning the trans-
formations required to convert complex sentences
into their simpler counterparts. The set of trans-
formations is limited and known beforehand, and
usually comprise edit operations such as delete,
removal or lexical substitution (Alva-Manchego
et al., 2017; Dong et al., 2019; Kumar et al., 2020).
Because the set of allowed operations is restricted,
the search space is considerably reduced. As a con-
sequence, edit-based models are usually sample
efficient and require less training examples com-
pared to traditional seq2seq systems (Mallinson
et al., 2020; Omelianchuk et al., 2021).

Edit-based ATS systems learn edit transforma-
tions at a word level, but often those operations are
applied to whole phrases. Besides, systems need
to capture long range relations among words, such
as syntactic and phrase structures. For example,
in the English sentence presented in Table 1 there
is a long subject “Dry air wrapping around the
southern periphery of the cyclone” that causes the

329

https://doi.org/10.26615/978-954-452-072-4_039


Version Sentence

Orig. (EN) Dry air wrapping around the southern pe-
riphery of the cyclone eroded most of the
deep convection by early on September 12.

Aut. Dry air wrapping around the southern pe-
riphery of the cyclone.

Orig. (ES) En este sentido, el presidente de la Ofic-
ina Nacional de la Caza, Juan Antonio
Sarasketa, aseguró que este proyecto de
reglamento imposibilita la posesión y uso
de armas, (...)
In this sense, the president of the National
Hunting Office, Juan Antonio Sarasketa,
assured that this regulation project makes
it impossible to possess and use weapons,
(...)

Aut. el presidente de la oficina nacional de la
caza , juan antonio sarasketa , aseguró que
el gobierno de cine de emigrantes
The president of the National Hunting Of-
fice, Juan Antonio Sarasketa, assured that
the goverment of immnigrants cinema

Table 1: Sentences with long sentences (English) or
subordination clauses (Spanish) cause ATS to fail.

ATS to produce a simplification that is ungrammat-
ical. The Spanish sentence in the Table 1 contains
completive clause introduced by que. However,
completive clauses require a verb which has not
been added in the simplified sentence.

The examples above show that word-based edit
systems often fail to capture syntactic relations re-
garding the syntactic functions, phrase-level syntax
and subordination. Following this intuition, in this
paper we propose leveraging syntactic information
derived from dependency trees into a well known
edit-based ATS system. We present a syntax aware
edit-based system for ATS which uses a graph con-
volutional network (GCN) layer (Kipf and Welling,
2017) to represent the dependency trees. In the
training process, the GCN learns to refine the rep-
resentation of input sentence words according to
their structural relations in the dependency graph.
These syntax augmented representations are com-
bined with the encoder outputs using a residual
connection, and passed to the decoding stage.

Our experiments confirm the effectiveness of our
approach, outperforming previous ATS systems
and improving the state-of-the-art results in several
datasets.

The contributions of this paper are the following:

• We present a method to integrate syntactic in-
formation into an edit-based seq2seq system.

• The results confirm our intuition that syntactic
information is useful for ATS systems. The

new system surpasses previous state of the art
in four out of five datasets. We conduct an ab-
lation study that shows the effect of removing
the syntactic information from the system.

• We obtain the best results reported so far for
Spanish and Italian.

This paper is structured as follows: in Section
2 we present the work done with dependencies,
graphs and recent ATS systems; in Section 3 we de-
scribe our approach, in Section 4 our experiments
and in Section 5 the results, we conclude and out-
line the future work in Section 7.

2 Related Work

Sentence simplification (SS) aims to reduce a sen-
tence’s reading complexity while preserving its
meaning. Recently, systems based on neural net-
works are gaining attention in ATS. For more infor-
mation about previous works in ATS the interested
reader is referred to these works (Shardlow, 2014;
Siddharthan, 2014; Saggion, 2017; Alva-Manchego
et al., 2020; Sikka et al., 2020). In this section, we
focus on work that are based on dependencies and
on one of the recently developed techniques, which
is based on editing to simplify the text.

Dependency based simplification has proven to
be effective in rule based and statistical simplifica-
tion to analyze the texts and induct rules in the rule-
based and hybrid architectures of ATS systems (in-
deed, the first module was a parser and many works
have relied on dependency parsers) (Chandrasekar
et al., 1996b; Woodsend and Lapata, 2011; Sid-
dharthan, 2011; Klerke and Søgaard, 2013; Aranz-
abe et al., 2013; Saggion et al., 2015) as well as to
perform tree transformations together with statisti-
cal machine translation (Zhu et al., 2010).

However, in the last years neural approaches
have gained interest in ATS and SS research. The
most popular framework has been the seq2seq mod-
els, which mainly rely on RNN and transformer
based architectures (Nisioi et al., 2017; Zhang and
Lapata, 2017b). While the majority of ATS sys-
tems are supervised, some works have obtained
good results using unsupervised approaches (Surya
et al., 2019; Martin et al., 2020b).

One of the main drawback of the aforementioned
approaches is the lack of interpretability, i.e., the ex-
tend to which a system can explain in a meaningful
way why certain actions have been performed. Edit-
based systems (Alva-Manchego et al., 2017; Dong
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et al., 2019; Kumar et al., 2020) offer a solution to
the interpretability problem, as they directly learn
a sequence of edit operations that convert com-
plex sentences into simpler ones. Alva-Manchego
et al. (2017) present a machine translation system
that predicts three explicit simplification opera-
tions (keep, replace and delete) in aligned pairs
of complex-simple sentences. Dong et al. (2019)
propose EditNTS, a neural programmer/interpreter
that learns to generate edit operations (add, keep,
and delete) in a sequential fashion. Kumar et al.
(2020) design a scoring function that measures the
quality of a candidate sentence based on the fluency,
simplicity, and meaning preservation and generate
the simplified candidate sentences by iteratively
editing the given complex sentence. The opera-
tions they take into account are removal, extraction,
reordering and substitution.

Syntactic information has been previously used
in rule-based systems, for instance, as an indicator
to identify the complexity of sentences (Evans and
Orasan, 2018). On deep learning systems, graph
convolutional networks (GCN) over dependency
trees is a usual method that leverages syntactic in-
formation into the models, and captures long-range
syntactic relations among words. GCNs general-
ize the convolution operation usually applied in
images to arbitrary graphs, and allow to refine in-
formation associated to nodes according to the in-
formation in the neighbor nodes (Kipf and Welling,
2017). They have been successfully used in NLP
tasks such as semantic role labelling (Marcheggiani
and Titov, 2017), information extraction (Zhang
et al., 2018) and aspect-based sentiment analysis
(Wang et al., 2020). Contemporaneous to this
work, Zhe Lin (2021) use semantic information
in seq2seq systems by including in the graph of the
source sentence the predicate-argument relations
between content words in a sentence.

3 A Syntax-Aware ATS System

Our system is based on EditNTS, an edit-based
system that has obtained state of the art results on
many datasets. We start by briefly describing Ed-
itNTS. Then, we describe the graph convolutional
network that leverages syntactic information de-
rived from dependency trees. Finally, we describe
how to integrate the syntactic module into EditNTS.

3.1 EditNTS

We start by briefly describing the EditNTS system,
and refer the reader to Dong et al. (2019) for a

more detailed description. Let x = x1, . . . , x|x|
be a complex input sentence and y = y1, . . . , y|y|
its simplified version. EditNTS learns to pro-
duce a series of edit operations z = z1, . . . , zN
which, applied over the input sentence x, pro-
duces y. Each edit operation zi is one of
{ADD(w),KEEP,DELETE}. EditNTS con-
tains an encoder, decoder and interpreter modules,
which are described as follows:

Encoder

The encoder transforms the input sequence x into a
sequence of output and hidden representations (oi
and hi):

oi,hi = LSTM(x1:i−1) (1)

where xi is the concatenation of the embedding of
the word xi and the embedding corresponding to
the POS tag of xi.

Decoder

The decoder receives the input from the encoder,
and predicts the next edit label zt for each timestep
t. Internally, it contains two recurrent networks that
represent the edit operations and the output words
produced so far:

oeditt = LSTM(z1:t−1 | h|x|)

o
y
t = LSTM(y1:t−1 | h|x|)

where z are the embeddings of the edit opera-
tions and y are the output embeddings1. The de-
coder also uses an attention mechanism between
the current edit operation and the input words. Let
O and Oedit be the matrices whose rows are the
output vectors for the encoder and edit recurrent
networks, respectively2. The attention mechanism
is defined as follows:

E = softmax(KOeditOT )

ct = Et:O

where K is a parameter learned by the model.
The decoder predicts the next edit label zt using a
sequence of linear layers and activation functions.
The input of the linear layer it is a concatenation

1The embedding matrix is shared between the encoder and
decoder.

2That is, Oi: = oi and Oedit

i: = o
edit

i . Through the paper
we use the notation Mi: to represent the ith row of matrix M .
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Figure 1: Architecture of the syntactic augmented Edit-
NTS model.

of the output representation of the input word cur-
rently edited okt , the output representation of the
previously generated edit labels oeditt , the represen-
tation of the previous generated words oyjt and the
attention vector ct:

it = [okt ;o
edit
t ;oyjt ; ct]

zt = softmax(V ′(tanh(V it)))

again, V and V ′ are parameters learned by the
model.

Interpreter

The interpreter applies the predicted edit operation
zt on current word xkt and produces a new word
yjt .

3.2 Graph Convolutional Network Module

To leverage syntactic information into EditNTS, we
first compute the dependency tree of the complex
sentence x, which is represented as an undirected
graph3. The nodes of the graph are the words in x,
and the edges represent syntactic relations among
them. The graph is represented as an adjacency
matrix A, where Ai,j = 1 if an edge between nodes
i and j exist.

We then apply a series of graph convolutional
operations over the syntactic graph using a Graph
Convolutional Network module. The module con-
tains a series of L linear layers, each one applying
a convolution operation over the graph:

hl+1 = ReLU(D̃
1

2 ÃD̃
1

2hlW (l))

where ReLU is the linear rectifier activation
function, Ã = A + IN is the adjacency graph
with added self connections, D̃ii =

∑
ij Ãij is the

degree matrix and W (l) is a layer specific param-
eter to be learned. h0 is the input of the graph, a

3Preliminary experiments showed no gain by representing
the dependency tree as a directed graph.

Dataset Lang Train Dev Test

Wikilarge EN 296, 402 2, 000 359

Newsela EN 94, 208 1, 129 1, 076

Simplext ES 574 143 693

Newsela-es ES 50, 301 2, 794 2, 795

Italian IT 29, 260 1, 475 1, 475

Table 2: Sizes (number of sentences) of the datasets
used in the experiments

Dataset Sent. Length Sent. Depth
Avg. Std Avg. Std

Wikilarge complex 26.78 13.13 6.47 2.60
simple 19.96 11.81 5.39 2.35

Newsela complex 26.79 10.81 7.07 2.49
simple 16.79 6.01 5.59 1.76

Simplext complex 40.25 17.45 7.24 2.24
simple 15.94 4.13 4.74 1.01

Newsela-es complex 30.78 13.99 6.40 1.94
simple 20.33 9.01 5.29 1.54

Italian complex 11.37 6.51 3.66 1.22
simple 10.70 6.56 3.63 1.21

Table 3: Corpora statistics (train). Sentence length
measures the number of tokens and the depth shows
the depth of the dependency tree.

matrix that assigns an embedding to each vertex in
the graph. At each level, the convolution operation
aggregates the embeddings of neighbor nodes to
produce new embeddings that implicitly encode
the structure of the underlying graph.

3.3 Augmenting EditNTS with syntactic

information

In our final system the GCN initial input h0 is ini-
tialized with the encoder outputs oi of each word
in the sentence, and the corresponding adjacency
graph derived from the dependency tree. The out-
put hL of the GCN module is then combined with
the original oi vectors as a residual connection,
which is then passed to the EditNTS decoder (see
Figure 1).

4 Experiments

In this section we describe the experiments per-
formed within this work. We start by describing
the datasets used for training and testing the sys-
tem, followed by the experimental setting, which
includes a description of the metrics used to evalu-
ate the models.

4.1 Datasets and parameters

We experiment our approach on ATS datasets from
three languages: English, Spanish and Italian. The
datasets used for each language are the following:
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English We used two datasets for English, Wiki-
large/TurkCorpus and Newsela. WikiLarge is one
of the most used to train ATS systems and was
built by automatically aligning sentences belong-
ing to the same article in English Wikipedia and
Simple English Wikipedia. We used the split pro-
vided by Zhang and Lapata (2017a) for training
and development, with a total of 296,402 and 2,000
sentences, respectively. Following usual practice,
we tested the models trained on Wikilarge using
the TurkCorpus dataset (Xu et al., 2016), which
contains eight manually generated reference sim-
plifications for 359 sentences. Newsela consists
of 1130 news articles that were rewritten four
times at different complexity levels. We used
the train/development/test splits from (Xu et al.,
2015), containing 94,208/1129/1076 sentences re-
spectively.

Spanish We used two datasets for Spanish, Sim-

plext and Newsela-es. The Simplext corpus con-
tains 200 news texts from different domains, that
were manually simplified (Saggion et al., 2015).
We use the splits provided by Martin et al. (2020b)
with 574/143/693 sentences for training, develop-
ment and test. Newsela-es is similar to its English
counterpart, we used the splits from Palmero Apro-
sio et al. (2019) and comprises 50,301/2,794/2,795
sentences for train/dev/test.

Italian For Italian we use the documents pro-
vided by Palmero Aprosio et al. (2019), a corpus
containing 32, 210 complex-to-simple pairs sen-
tences that were obtained by merging three avail-
able data sets: the SIMPITIKI corpus (Tonelli et al.,
2016), the corpora Terence and Teacher (Brunato
et al., 2015), and a subset of the PaCCSS-it corpus
(Brunato et al., 2016).

Table 2 shows the size of each dataset, and in Ta-
ble 3 we present the average and standard deviation
of the sentence length and depth for each corpus,
for both the complex and simple sentences. The
sentence length measures the number of tokens of
each sentence and the depth shows the maximum
depth of the dependency trees.

4.2 Experimental settings

We tokenized and syntactically analyzed the docu-
ments with spacy4, using the large models for each
particular language. All words were lowercased.
In the case of Newsela-EN, we follow (Xu et al.,

4https://spacy.io/

Wikilarge/TurkCorpus SARI BLEU

Identity 25.98 97.34
Dress-LS (Zhang and Lapata, 2017a) 37.27 80.12
DMASS-DCSS (Zhao et al., 2018) 40.45
ACCESS (Martin et al., 2020a) 41.87 –
EditNTS (Dong et al., 2019) 38.22
EditNTS† 36.75 72.99
SDISS (Zhe Lin, 2021) 38.66 77.36
Edit+synt 36.97 75.35

(a) Wikilarge/TurkCorpus

Newsela-en SARI BLEU

Identity 13.17 23.68
Dress-LS (Zhang and Lapata, 2017a) 26.63 24.30
DMASS-DCSS (Zhao et al., 2018) 27.28
EditNTS (Dong et al., 2019) 31.41
EditNTS† 33.62 22.43
SDISS (Zhe Lin, 2021) 32.30 18.81
Edit+synt 38.08 20.58

(b) Newsela-en

Newsela-es SARI BLEU

Identity 17.05 33.95
NTS (Palmero Aprosio et al., 2019) 30.08
Edit+synt 35.03 20.84

(c) Newsela-es

Simplext SARI BLEU

Identity 5.65 7.39
MBART+ACCESS∗(Martin et al., 2020b) 28.56 6.90
Edit+synt 39.48 7.51

(d) Simplext

Italian SARI BLEU

Identity 26.01 63.84
NTS (Palmero Aprosio et al., 2019) 50.00
Edit+synt 52.25 53.54

(e) PaCCSS-it,SIMPITIKI,Terence-Teacher

Table 4: Comparison with state of the art systems. The
figures are obtained from the respective papers except
those marked with †, which means that we ran and eval-
uated the systems ourselves. ∗ means that the system is
unsupervised.

2015) and replace all named entities with a place-
holder that represents the entity type.

During training, a teacher forcing strategy is fol-
lowed half of the times. When teacher forcing is
followed, the decoder is provided with the gold edit
labels and target token; when not, the decoder at
each time step is fed with the output produced in
the previous edit label and target token. Default
hyperparameters from EditNTS are used, and no
hyperparameter tuning was performed: a batch size
of 64, a hidden dimension of 200 and a learning
rate of 10−3. We used Adam optimizer and a de-
cay factor of 10−6. The models are trained during
50 epochs, and the model that obtained the best
SARI score in the corresponding development split
is selected and tested.
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Version Sentence

Orig. (EN) He died on May 29, 1518 in Madrid, Spain
and was buried in the church of San Benito
d’Alcantara.

Ref. He died on May 29, 1518 in Madrid, Spain.
It was buried in the church of San Benito
d’Alcantara.

Edit+synt he died on may 29, 1518 in madrid, spain.
he was buried in the church of san benito
d’alcantara.

Edit he died on may 29, 1518 in madrid,
spain. buried in the church of san benito
d’alcantara.

Orig. (ES) Los especialistas advierten que el asma se
agrava en otoño.
Specialists warn that asthma worsens in au-
tumn.

Ref. Los especialistas advierten que el asma es
peor en otoño.
Specialists warn that asthma is worse in
autumn.

Edit+synt los especialistas dicen de que el asma se
reduce en otoño.
Specialists warn that asthma is reduced in
autumn.

Orig. (IT) Ma la cosa più interessante non è questa.
But this is not the most interesting thing.

Ref. Ma non è questa la cosa più grave.
But this is not the most difficult thing.

Edit+synt ma la cosa non può essere questa.
But the thing cannot be this.

Edit ma la cosa più importante non è.
But the most important thing is not.

Table 5: Example of a sentence from Turkcorpus,
Newsela-ES and the Italian corpus.

Regarding evaluation, the following evaluation
metrics are used:

• SARI is a common evaluation metric for
ATS systems (Xu et al., 2016) that mea-
sures the number of ngrams that have been
added/removed/kept by the simplification sys-
tem.

• BLUE. Following usual practice, we also in-
clude the BLUE score (Papineni et al., 2002)
between the complex and simple sentences.
Although BLUE has been criticized as a mea-
sure to evaluate simplification systems (Sulem
et al., 2018; Dong et al., 2019; Martin et al.,
2020b), we use it here for completeness.

We compute the evaluation metrics using the
EASSE package (Alva-Manchego et al., 2019). We
do not report the readability score Flesch–Kincaid
Grade Level (FKLG) (Kincaid et al., 1975) because
it is a language dependent metric which is only
valid for English.

4.3 Baselines

We use the Identity baseline that simply copies the
complex sentence. Apart from this, we compare
our syntax-aware system against the state-of-the-
art on each language. For English, we consider
the deep reinforcement based neural system Dress-
LS (Zhang and Lapata, 2017a), the transformer
based model DMASS-DCSS (Zhao et al., 2018)
and BART+ACCESS (Martin et al., 2020b), which
also includes special tags to perform controllable
text generation. There are fewer systems to com-
pare against in the Spanish and Italian datasets, as,
like many other areas in NLP, ATS systems have
been developed mostly for English. For Newsela-es
and the Italian dataset, we compare ourseves Neural
TS (Palmero Aprosio et al., 2019), an MT system
based on an attention encoder-decoder model. Fi-
nally, for Simplext we include the unsupervised
system in Martin et al. (2020b). In the datasets
for English we also report the results of EditNTS
(Dong et al., 2019) with no syntax.

5 Results

Table 4 shows the results of our syntax aware sys-
tem (dubbed Edit+synt in the tables), and compares
them with the best performing systems on the differ-
ent datasets. We see that the syntax aware system
obtains very good results overall, and improves
state of the art SARI results in four out of five
datasets. This is a remarkable result that stresses
the importance of syntax in text simplification. The
table shows that datasets with smaller training data
are most benefited from our approach, and suggests
that the combination of edit operations and syntac-
tic information is able to generalize in low training
data regimes.

It is worth noting that the results obtained by us
when running EditNTS without syntax are different
to those reported in (Dong et al., 2019), and that the
gap is specially large in the Wikilarge/Turkcorpus
dataset5. We attribute this difference to the fact
that the reported results in the original paper are
obtained using the model that performed best in the
test split, whereas we performed model selection
according to the development dataset (c.f Section
4.2). There is also a slight difference in the Newsela
dataset, which we attribute to the use of different
evaluation scripts.

5The latter results are marked with † in the tables.
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No syntax Syntax ∆SARI ∆BLEU

SARI BLEU SARI BLEU

Wikilarge/TurkCorpus 36.75 72.99 36.97 75.35 0.22 2.36
Newsela 33.62 22.43 38.08 20.58 4.46 -1.85
Simplext 36.52 7.31 39.48 7.51 2.96 0.2
Newsela-es 34.50 22.78 35.03 20.84 0.53 -1.94
Italian 51.95 53.43 52.25 53.54 0.3 0.11

Table 6: Main results. No syntax stands for the original system, whereas Syntax uses syntactic information. The ∆
measures the difference between both systems.

6 Analysis

In this section we perform an analysis of the results.
We start by analyzing examples of the outputs, fol-
lowed by an ablation study. Finally, we analyze the
effect of the sentence complexity in the simplifica-
tion process.

6.1 Output analysis

In Table 5 we present three sentences, one for each
language that we explain next. In the English sen-
tence (from Wikilarge), we see that both systems
have been able to carry out a sentence splitting,
but in the second sentence of the edit system the
subject (he) is missing, which makes the ungram-
matical (note that in the reference sentence, the pro-
noun is not correct). In the Italian sentence (from
PaCCSS-it,SIMPITIKI,Terence-Teacher), the edit
system has deleted the subject and it is ungram-
matical (it could be grammatical with a different
word ordering). The sentence created by Edit+synt
has changed the modality of the verb (è ‘it is’->
può essere ‘it can be’) and deleted the attribute più

interessante ‘more interesting’, and this affects the
meaning of the sentence. All in all, our analysis
suggests that there is still a large room for improve-
ment in non-English simplification. For example,
the Spanish example in Table 5 is not correct at
grammatical level: there is a dequeísmo, which is
the misuse of the preposition de in front of the con-
junction que when the preposition is not required
like in this case by the verb decir. This is not gram-
matically correct but it can be understood without
problems. Moreover, the dequeísmo is a common
mistake by many speakers, and it would be inter-
esting to check the corpus to find out if there are
non standard grammatical variations or misuses.
However, the main problem of the sentence is re-
lated to lexical simplification. The verb se agrava

(it worsens) has been replaced with se reduce (it
reduces). This is a wrong simplification, but if the
sentence was not comprehensible at grammar level,

the meaning preservation and simplicity cannot be
correctly evaluated.

6.2 Ablation study

Table 6 shows the results of the system using syn-
tactic dependencies or not. We see that, in general,
syntactic dependencies are helpful and lead to an
improvement in SARI on all datasets. The gain in
SARI is particularly large in the Newsela and Sim-
plext datasets, which are the datasets with highest
average sentence depths. These results suggest that
syntactic information is particularly helpful when
simplifying complex sentences. This trend does
not hold if we compare the SARI gain with the av-
erage sentence length. We analyze this correlation
further in the next section. Regarding BLEU, the
table shows mixed results, with gains in all datasets
except in Newsela and Newsela-es

6.3 The effect of the sentence complexity

The results in the ablation study indicate a corre-
lation between the sentence complexity and the
performance gain obtained when using syntactic
information, and now we analyze this correlation
further. Figure 2 shows an analysis of length and
depth per sentence that helps understanding this
relationship. The x axes in the figures correspond
to the sentence depth (left) and length (right), and
the y axes show the average SARI gain, that is,
the average of the differences between the Syntax

and No syntax scores for all sentences with one
particular depth or length6. While the results vary
among datasets, the left graph shows a general ten-
dency where the gain of using syntax is greater on
the deepest sentences. That is, sentences that have
complex dependency trees are better simplified, ac-
cording to SARI, when using syntactic information.

6The graphs have been smoothed using the Exponential
Moving Average (EMA) technique with a smoothness factor
of 0.75 to flatten the peaks. While the smoothing process
removes information from the graph, the loss is outweighed
by the improved visibility.
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Figure 2: Average SARI gain for different sentence depths (left) and length (right). Best viewed in color.

This gain is particularly high on the Newsela, Wik-
ilarge/TurkCorpus and Simplext datasets.

The right graph in Figure 2 shows no overall
correlation with the sentence length and the SARI
gain. This result suggests that the length of a sen-
tence per-se is not a valid indicator of the syntactic
complexity of the sentences.

7 Conclusion and Future Work

In this paper we show that syntactic information
is a valid source of information for edit-based text
simplification systems. We have presented a sys-
tem that extends a well known edit-based system
with explicit syntactic information derived from
dependency trees, by virtue of graph convolutional
networks. The results show that the dependency in-
formation is useful, obtaining state of the art results
on four out of five datasets in different languages.
Further analysis show that the syntactic information
is always beneficial (sometimes by a large margin),
and that the improvement is often correlated with
the depth of the dependency tree.

In the future we want to analyze the inclusion
of dependency syntax information into transformer
based seq2seq systems. In particular, we want to
analyze whether explicitly modeling syntactic in-
formation is still a valid approach when the trans-
former based ATS system is initialized with large
language models such as BART (Lewis et al., 2020).
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